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Niterói, Brazil

athurbittencourt@id.uff.br
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Paris, France

rafaelabrum@id.uff.br
Aline Paes

Universidade Federal Fluminense
Institute of Computing
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Abstract—Due to the rising numbers of depression cases
in recent years, many initiatives have investigated the use of
Machine Learning models to detect depressive symptoms from
the individual’s presence on social media. To train these models, a
dataset is needed. An adequate way of collecting reliable data is to
elicit volunteers to agree to share their posts for research. Usually,
the volunteer is also requested to answer a depressive inventory to
provide the required depression label. However, this data is often
sensitive and cannot be shared between research groups, harming
reproducibility and collaboration. To address that problem, in
this manuscript, we investigate Federated Learning techniques to
train a classifier depression method while still preserving the data
privacy of individuals. Since social media posts are primarily text-
based, we fine-tune language models induced by the Transformer
architecture to our task. In our experiments, we simulate the
common heterogeneity across clients. Our experiments show that
Federated Learning achieves competitive models compared to the
centralized version.

Index Terms—Federated Learning, Machine Learning, BERT,
Transformers, Depression Classifier, Social Media

I. INTRODUCTION

Depression comprises mood disorders observed from the
presence of sad, empty, or irritable mood, accompanied by
somatic and cognitive changes that significantly affect the
individual’s capacity to function [1]. According to the World
Health Organization’s (WHO) global health estimates, cases of
depression have been on the rise worldwide [2]. To aggravate
those already alarming rates, the organization has also recently
pointed out that COVID-19 pandemic has triggered a rise in
the prevalence of mental health issues, including anxiety and
depression1. The reasons for such an increase remain under
investigation, as well as how to identify individuals at risk
and adequately treat them. Unfortunately, depression is still
not fully understood by society as a health issue, even being
stigmatized and mixed with other mental health symptoms and

1https://www.who.int/news/item/02-03-2022-covid-19-pandemic-triggers-
25-increase-in-prevalence-of-anxiety-and-depression-worldwide

states of mind. Even worse, acquiring a correct diagnosis and
proper treatment is not available to all individuals due to a lack
of knowledge, strength, or financial resources. Consequently,
many initiatives have investigated using Machine Learning
models for depression detection in social media.

To train such models, a dataset is needed. For that, there
are two main ways to gather this data. The first is using
openly available posts from a social media platform annotated
by experts. The second is to ask volunteers to share their
posts for research and answer depression questionnaires for
labeling the data. The second method is more adequate, given
that the annotation for the examples is more sound and based
on the psychology literature. Usually, the volunteers get a
score for depression symptoms based on a series of questions,
employing tools widely used in psychology, such as the Beck’s
Depression Inventory (BDI) [3]. However, this data is often
sensitive and cannot be shared between research groups.

To address that problem, in this paper, we investigate
Federated Learning techniques to train depression screening
models. Furthermore, we investigate how to screen for de-
pression using data posted by individuals on social media.
Given the textual nature of our task, we explore Transformer-
based language models [4] to encode the posted publications
as numerical vectors. Specifically, we chose BERT [5] as
our language model, given that it has obtained successful
results on the same problem in previous work [6]. However,
while Transformer-based models constitute the state-of-the-art
for Natural Language Processing-based tasks, they also pose
additional challenges for Federated Learning [7]. Besides the
usual concern of Federated Learning research with learning in
heterogeneous and non-iid environments, Transformer-based
models have huge sizes and are heavily based on the attention
mechanism. Sharing large models and aggregating attention
weights is not trivial.

This paper presents preliminary results concerning the
following research question: “How does transformer-based
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federated learning compare to its centralized version to create
privacy-preserving depression classifiers?”. To answer the
question, we design a set of experiments simulating class
preserving homogeneous data distribution for automatic classi-
fication of depression level according to BDI. Our preliminary
results point out that we can leverage Federated Learning
formulation to preserve the sensitivity of the data while still
achieving competitive results compared to the centralized
version.

The rest of the paper is organized as follows: Section II
presents the related works, Section III brings the basic con-
cepts we built our contribution. Section IV brings the method-
ology and formulation proposed in this paper. Section V
presents the experimental results and discusses them, and
Section VI concludes the paper.

II. RELATED WORK

The significant increase in mental disorders worldwide in
recent years has made it challenging to clinically analyze
all the possible cases to identify those requiring immediate
care. Thus, several works have proposed automatic methods
for detecting depression based on user-generated data from
social media [8], [9]. Most of the works focused on post-based
classification, while others propose formulating the problem
by looking at the individual and its set of posts [6], [10].

Moreover, different initiatives have investigated using Fed-
erated Learning as a solution for privacy preservation in
automatic depression detection. Some have explored its use
on speech-based depression detection models [11]–[13]. The
technique presented in [11] uses the DAIC-WOZ dataset to
train different models in a controlled environment and deploys
them in a smartphone to assess performance overhead. In [12],
a framework to extend an existing machine learning model to
work in a federated setting was proposed. In addition, that
work also investigates the effect of a more extensive dataset
facilitated by Federated Learning compared to local training.
The work presented in [13] uses the DAIC-WOZ dataset but
focuses on improving the privacy protection of a Federated
Learning setting, using techniques such as differential privacy
and norm bounding.

Others, like our work, have also investigated individuals’
written texts but focusing on asynchronous Federated Learning
for the task of depression detection [14], [15]. Additionally,
in [16], different BERT models with IID and Non-IID dis-
tributions using differential privacy were investigated. They
focus on benchmarking differential privacy between models
and dataset distributions. In [17], a model that makes detection
daily using a recurrent neural network (RNN) was proposed.
This work focuses on state-of-the-art Federated Transformers
to deal with written texts.

III. KEY CONCEPTS

A. Federated Learning

Federated Learning is a decentralized form of Machine
Learning where we consider a federation of clients that re-
spond to a central server [18]. Federated learning introduces

a new stage into the learning procedure called a round. A
round is described as follows: each client trains locally on their
data and communicates their learned parameters to the central
server; the central server aggregates the received training,
sends back these updates to the clients for testing, and starts
the next round.

The process of receiving the client’s training is called
sampling while updating a client’s parameters with the central
server’s parameters is called updating. A Federated Learning
process may be configured to sample and update from a frac-
tion of the clients. Whether a fraction or all clients participate
in the sampling or updating depends on the Federated Learning
type, which can be Cross-Device or Cross-Silo.

Cross-Device Federated Learning is mainly used when the
federation’s clients are numerous, have low power, and can
store limited data (such as a cellphone or a similar edge
device). In this arrangement, the communication must be
failure-resistant, as clients can shut down at any moment,
and do not need to consider all clients when sampling and
updating. Thus, the central server samples and updates a
fraction of these clients between rounds.

Cross-Silo Federated Learning is an arrangement mainly
used when the federation’s clients are limited but hold large
amounts of data; normally the clients are data centers or other
similar nodes with a high amount of computing power. In this
case, sampling and updating are made on all clients due to
the limited number of clients and volume of data each client
holds.

Flower: Flower [19] is a model and library-agnostic Fed-
erated Learning framework. It supports any Machine Learning
(ML) library underneath it (e.g., TensorFlow, PyTorch, Hug-
gingFace, custom one). It allows users to adapt any ML model
to learn in a federated way.

Two modules compose Flower: the server and the client.
As explained earlier, the server module acts as the central
server of the federation. Flower allows users to set up different
aggregation strategies, add model persistence, and change
server configurations, such as the number of expected clients,
the percentage of clients participating in each round, and
the number of communication rounds. The client module
represents each client in the federation, which executes the
training in their local dataset and sends the weights to the
server. In Flower, users can set the ML model clients train on,
the hyperparameters, and how clients send the weights to the
server, with or without cryptography.

B. Encoder-based Transformers

A Transformer [4] is a neural network architecture com-
posed of two main stacks: the encoder and the decoder. Both
are composed of sublayers encompassing embeddings and
positional layers, multiple self-attention heads, normalization,
and feed-forward networks. The encoder and decoder compo-
nents are connected with an attention mechanism.

Several architectures have been proposed from the origi-
nal transformers. Some offer different training regimes and
components while still relying on both encoder and decoder
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(a) Centralized Scheme (b) Federated Scheme

Fig. 1: Centralized and Federated Training Schemes experi-
mented in this work.

components [20]. However, it is quite common to propose
architectures focused only on the encoder or the decoder
components. Encoding models such as BERT (Bidirectional
Encoder Representation Transformers)-family [5] rely on the
encoder component, while decoder models such as GPT
(Generative Pre-Trained Transformer) [21] are essentially a
Transformer-decoder. In this work, we formulate our task as a
classification problem that relies on textual social media data.
Based on that, we selected BERT as it is the most used and
state-of-the-art encoder of texts into numerical representations.

IV. EXPERIMENTAL METHODOLOGY

To test the capabilities of training a depression-level clas-
sifier based on a language model and social media data in
a Federated learning regime, we have trained BERT in three
different settings:

1) Centralized. First, we trained BERT with the default
setting in a centralized server to compare it to Federated
Learning.

2) Federated with five clients and 50 rounds. Each client
executes one epoch.

3) Federated with five clients and ten rounds. Each client
executes five epochs.

Settings 2 and 3 were tested multiple times with different
versions of the dataset, as further detailed in Subsection
IV-A1. As shown in Figure 1, user posts form the dataset.
Then, the dataset is pre-processed to exclude posts without
textual content. Next, they are fed into BERT’s tokenizer. As
our task is classification, we insert a final neural network
classification layer on top of BERT. The tokenized input is
used to finetune both the classification layer and the pre-
trained BERT parameters. The same regime is employed in the
federated version, however, with proper divisions of the dataset
to simulate a privacy-preserving collaborative environment.

We formulated the classification task in two ways as follows.
• Post-based: The input is a single post collected from

social media, and the output is a binary value indicating
whether the post has been written by an individual
presenting depression symptoms.

• User-based: The classification model executes as before,
but the final classification is true, indicating an individual
with depression symptoms only if more than half of their
posts are also classified as true.

Subsection IV-B presents further hyperparameters used for
each training fashion and server parameters in the case of
Federated Learning.

All experiments were done in an Nvidia DGX-1 server. It
has 8 GPUs Tesla V100 with 16GB of memory, 512GB of
RAM, and two 20-Cores Intel Xeon E5-2698 v4.

A. Dataset

The dataset used for this task is eRisk2021 [22]. It was
created for various mental health-related tasks, including the
detection and severity classification of depressed individuals.
This dataset holds Reddit 2 posts that may contain images,
videos, and textual content individuals publish. The dataset
annotates each post with the user’s BDI score. However, this
score is acquired by a peer responding to the questionnaire
rather than the volunteer. The dataset was split into train-
ing, testing, and a validation split using the SciKit Learn
library [23] and manually rearranged so that users do not
appear between splits (i.e., user A’s posts will only be on the
validation split and User B’s posts will only be in the training
split). Table I shows the number of labels and the number of
each class in each split.

TABLE I: eRisk2021 Statistics by split

Split Labels Class 0 Class 1 Class 0 % Class 1 %

Train 19757 7912 11845 40.05% 59.95%
Test 6065 1490 4575 24.57% 75.43%
Validation 5304 1336 3968 25.19% 74.81%

For the task addressed in this paper, we consider only the
textual content of these posts. This way, posts that contain no
text have been filtered out. As said before, we formulate the
classification task as binary: a post receiving the class false
has been written by an individual that has been scored with
BDI < 20; conversely, a post is labeled as true when the
individual has been scored with BDI ≥ 20, this cutoff value
is based on the original questionnaire.

To better understand this dataset, we have analyzed the
distribution of the number of tokens generated by the posts
when tokenized3 by BERT-tokenizer. All three splits have
similar token distribution, where most posts in the dataset are

2https://www.reddit.com/. Reddit is a social news and forum website where
content is socially curated and promoted by site members through voting.

3The tokenization process breaks the input texts into small pieces, such as
words, sub-words, or even characters. BERT relies on a tokenization process
called word piece that returns sub-words to account for out-of-vocabulary
words during inference.
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from the year 2020, and most posts have under 100 tokens, as
shown by the histograms in Figure 2.

1) Federated Partitioning: For the Federated Learning
experiments, we have partitioned the original eRisk2021
dataset’s training split, keeping the restriction that all user
posts belong to a single dataset partition. In total, we have
created three versions of the partitioned dataset, varying class
ratio imbalance as follows:

• Homogeneous: This partition was kept as close as pos-
sible to the original dataset class ratios, simulating the
best-case scenario for a Federated Learning setting.

• Heterogeneous: This partition was kept as far as possible
to the original dataset class ratios and with as much
variation in class imbalance between clients as possible.
Simulating the worst-case scenario for a Federated Learn-
ing setting.

• Midway: This partition was made by introducing a mod-
erate class-ratio imbalance between the original dataset
and between clients.

Figure 3 illustrates the class ratio imbalance between clients
for each version of the dataset partition.

B. Training Methods

The three training configurations explored in this paper can
be separated into two groups: The centralized method was
used as a baseline for the following two Federated Learning
training methods.

1) Centralized and Client Hyper-Parameters: We use the
same neural network hyper-parameters to train the centralized
and federated models for fairness, except for the number of
epochs, as stated previously. The optimizer is AdamW, with a
learning rate of 0.00001 and batches of size six. This relatively
small batch size is due to the Federated Learning arrangement,
which is further detailed in the following subsection. The
training method was set up to update all layers of the language
model. The model was the pre-trained bert-base-uncased,
provided by the huggingface transformers library [24]. We
chose this model instead of a larger one, such as bert-large-
uncased, to account for hardware constraints and due to the
token distributions showing that most posts generate under 100
tokens, as detailed in Section IV-A.

We have also used the same training methods with
mental/mental-bert-uncased [25] to investigate how a domain-
specific model differs from a generalist model. This pre-trained
BERT model was trained using mental health-related posts
from Reddit.

2) Federated Learning Hyper Parameters: Both Federated
Learning training methods followed the same arrangement of
five clients. Each client shared a GPU except for the last one,
which shared a GPU with the central server, as illustrated
in Figure 1b. We followed this regime to save hardware
resources. We have used FedOpt as the aggregation strategy
implemented by the Flower framework, given that it reports
less communication overhead and better privacy strategies than
other methods [26]. In essence, FedOpt has each client send
their compressed and encrypted gradient to the central server.

(a) Test split tokens distribution

(b) Train split tokens distribution

(c) Validation split tokens distribution

Fig. 2: Token Count Distribution between eRisk2021 splits
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(a) Class ratios for homogeneous partitioning

(b) Class ratios for heterogeneous partitioning

(c) Class ratios for midway partitioning

Fig. 3: Class ratios between partitioned versions

The encryption used is additively homomorphic, meaning
that the central server may aggregate the encrypted gradients
without decrypting them first. As previously mentioned, we
have partitioned the original eRisk2021 dataset as each client’s
local data. Each client received both the training and test splits.

V. EXPERIMENTAL RESULTS

We have observed that in the centralized training setting,
the BERT model presents worse performance every epoch
after the first with both pre-trainings experimented. Figure
4b illustrates the evaluation results of every epoch on the
centralized learning setting with the bert-base-uncased pre-
training. The same behavior was observed on a per-round
evaluation of both Federated settings using the homogeneous

partitioning, though this evaluation was done using the Test
split, as can be seen by the loss graphs in Figures 4c and
4d. The model shows steady performance degradation in the
training settings done in this study. This behavior is lessened
by using a domain-specific pre-training, as shown in Figure
4a. However, our experiments show that the domain-specific
pre-training resulted in worse-performing models.

The Federated Learning settings have resulted in models
that perform closely to the baseline, with a loss of 6.946% in
Accuracy and 13.106% in Recall compared to the centralized
scores, in the worst-case scenario (Homogeneous with ten
rounds and five epochs). However, given the simple strat-
egy used for aggregating post-classifications for user-based
classification, the results were inadequate as it is sensitive
to post-based classifier inaccuracies. Thus, with our current
training dataset having a majority of depressed posts, the
model classifies most users as showing depressive symptoms.

We observe that results have been insensitive to dataset
heterogeneity for the most part, given that all versions have
achieved similar scores in at least one method.

Tables II and III show the three training methods eval-
uating predictive accuracy, precision, recall, F1-Score and
loss in the Post-based strategy using the bert-base-uncased
and mental/mental-bert-base-uncased pre-trainings, respec-
tively. Columns “User Precision”, “User Recall”, and “User
F1” evaluate the method’s Precision, Recall, and F1 score
in the User-based strategy. All models were evaluated on
the same Test split from the original eRisk2021 dataset. The
experiments done using mental/mental-bert-uncased were not
made with all three partitioned versions as this pre-training has
shown significantly poorer performance concerning the bert-
base-uncased pre-training.

VI. CONCLUDING REMARKS

This work has explored a federated learning technique for
screening for depression in social media using Transformers.
We used a pre-trained language model and fine-tuned the
model with an additional classifier layer using a broadly
employed depression dataset collected from Reddit in English.

The experiments simulated different forms of distribution
among clients to observe the impact of adopting other numbers
of rounds and epochs within various levels of client hetero-
geneity. The results showed that Federated Learning tech-
niques achieve competitive models compared to the centralized
version. We also observe that aggregating the classifier’s
output to execute a user-based strategy was inadequate, given
the complexity of splitting users’ data only among clients.

The following steps include testing other language models
and elaborating post-aggregation strategies to realize the user-
based classification. In addition, a promising investigation
is verifying each transformer component’s role during the
federation aggregation procedure. One might suspect that
feed-forward components and attention weights should be
aggregated with distinct strategies.
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(a) Centralized with mental/mental-bert-uncased (b) Centralized with bert-base-uncased

(c) Federated with 10 rounds with homogeneous partition (d) 50 rounds with homogeneous partition

Fig. 4: Loss Graphs

TABLE II: Methods Comparison with bert-base-uncased

Method Accuracy Precision Recall F1 Score Loss User Precision User Recall User F1

Centralized 50 epochs 0.619 0.747 0.747 0.747 0.480 0.367 0.458 0.407

Homogeneous Federated 50 Rounds, 1 Epoch 0.629 0.749 0.763 0.756 0.474 0.375 0.500 0.429
Federated 10 Rounds, 5 Epochs 0.576 0.747 0.663 0.702 0.487 0.346 0.375 0.360

Heterogeneous Federated 50 Rounds, 1 Epoch 0.611 0.747 0.732 0.740 0.479 0.375 0.500 0.429
Federated 10 Rounds, 5 Epochs 0.623 0.753 0.745 0.749 0.434 0.375 0.500 0.429

Midway Federated 50 Rounds, 1 Epoch 0.624 0.748 0.756 0.752 0.459 0.375 0.500 0.429
Federated 10 Rounds, 5 Epochs 0.611 0.754 0.719 0.736 0.419 0.375 0.500 0.429

TABLE III: Methods Comparison with mental/mental-bert-base-uncased

Method Accuracy Precision Recall F1 Score Loss User Precision User Recall User F1

Centalized 50 epochs 0.574 0.745 0.663 0.701 0.421 0.367 0.458 0.407

Homogeneous Federated 50 Rounds, 1 Epoch 0.585 0.745 0.682 0.712 0.563 0.357 0.417 0.385
Federated 10 Rounds, 5 Epochs 0.597 0.744 0.710 0.726 0.474 0.357 0.417 0.385
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