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Abstract—The scientific gateway BioinfoPortal for bioinfor-
matics applications is hosted in the National Laboratory for
Scientific Computing (LNCC) and is coupled to the Santos
Dumont (SDumont) supercomputer environment. BioinfoPortal
offers a catalog of bioinformatics software that benefits from
the parallel and distributed architecture offered by LNCC. Task
submissions consume SDumont nodes shared by other users
of the supercomputer; thus, it is important they use the best
configuration, which is defined as the best choice of the number
of threads/nodes to be allocated for every task submission. This
article presents an analysis using neural networks to estimate the
computational time required to execute bioinformatics software
in several scenarios using a pre-configured number of nodes
and threads. Our goal is to demonstrate the performance
behavior of software such as RAxML in Bioinfoportal, and
which computational scenario can be chosen to efficiently execute
software in SDumont. Results support that the neural networks
are adequate to predict the variable elapsed time, Elapsed, to
evaluate the relationships between input parameters, number of
bootstraps (RAxML), number of threads, and number of nodes,
and to identify the fastest configuration. The goal is to make
BioinfoPortal a smart, efficient, and green gateway. In future
studies, we propose to study more variables and predictors as
well as other bioinformatics software in BioinfoPortal.

Index Terms—neural networks, phylogenetic analysis, extra
trees, performance prediction, performance modeling
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I. INTRODUCTION

The BioinfoPortal [1] is a bioinformatics gateway hosted in
the National Laboratory for Scientific Computing (LNCC) and
coupled to the computational environment of the Santos Du-
mont (SDumont) supercomputer. BioinfoPortal was developed
under the architecture of the CSGrid middleware [24] and is
managed by the National High-Performance Computing Sys-
tem (SINAPAD/LNCC). The gateway supports bioinformatics
software and workflows executions, dependencies, and li-
braries, which are allocated in the SDumont environment. This
way, the waiting time for a gateway submission depends on
the performance execution of the tasks on the supercomputer.
RAxML (Randomized Accelerated Maximum Likelihood) is
a bioinformatics software [2] on BioinfoPortal which aims to
generate the phylogenetic trees from a dataset of biological se-
quences. Each RAxML submission in BioinfoPortal generates
a task to be performed on SDumont. RAxML is an application
widely used for research in phylogeny to implement genetic
comparison through “maximum likelihood” algorithms using
complex and effective probabilistic models, which generate a
high computational cost in terms of RAM memory.

The BioinfoPortal faces a challenge regarding the efficient
use of SDumont resources, since each application requires a
different set of parameters (number of nodes and processes)
in order to achieve its best performance. The portal currently
configures the same default parameters for all applications;
therefore, to improve its performance and promote good,
efficient, usage of SDumont, it is necessary to select the
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best set of parameters to be used in the execution of each
application. There are different ways to deal with this situation,
such as testing all possible application parameters. Another
alternative would be to use machine learning (ML), which
would allow obtaining the necessary information through a
non-exhaustive set of tests and would be easily applicable to
new applications on the portal.

Machine learning would allow the use of a model that
helps choose the best set of parameters for each BioinfoPortal
application, when it must be executed on SDumont. That
would be possible after it has been trained with data obtained
from real submissions made to this portal application. This
can be done through supervised learning, in which predictive
models can be trained from historical data from the behavior
of executions of a set of non-exhaustive tests of an application.
In this article, we propose to use neural networks to help
discovering the ideal parameters for the execution of the
RAxML application, available on the BioinfoPortal portal, as
an alternative to the extra trees used in previous studies [11],
[15], [14]. Neural networks are usually recommended more
for situations with large data sets, because small data sets,
when used to train the network, can cause it to overfit to that
data. However, studies have shown that if well designed, neural
networks can perform well for a small data sets as well [3]–
[5].

This article, as well as the complete work, refers to a par-
ticular run of RAxML. As in previous studies [14], [15], [16],
the objective is to use neural networks to determine the most
effective parameters for submitting the RAxML application
on the Santos Dumont supercomputer for efficient execution.
Information to construct neural network models was returned
from variables “number of computational nodes and number
of threads per computational node” and the input parameters
“bootstrap and input file size”, the last ones supplied by the
user. The secondary objective of this article is to compare
the effectiveness of neural networks with Deep Learning
algorithms for determining the submission parameters of the
RAxML application for the Bioinformatics portal.

The structure of this paper is outlined as follows. Section II
provides the basic concepts we need to know to understand the
neural network proposed by the article, in addition to exploring
previous studies based on extra trees. Section III describes
the methodology used to define the structure of the proposed
neural network for an undefined number of neurons and layers,
to then show how to choose the network with the best number
of neurons and layers for the proposal of our article. Section
IV evaluates the best neural network defined by the previous
section, comparing its prediction performance with that of the
extra trees used in previous studies, while Section V offers
concluding remarks and insights into possible future research
directions.

II. RESEARCH BACKGROUND

To be able to choose the optimal submission values for
the number of nodes and the number of threads, according
to the input parameters bootstrap and file size, associated with

a RAxML execution submitted to the BioinfoPortal portal,
we will train a neural network to predict the “Elapsed”
metric, obtained by the command sacct of the SLURM task
management system used by SDumont, referring to a certain
execution of the RAxML. In our previous studies [14], [14],
[16], we used extra trees to predict the value of this parameter
in this context. Therefore, in this work, we compare the neural
network-based solution to that one with extra tress.

The information given by the Elapsed variable was chosen
because we aimed, for each execution of the RAxML program
generated from a submission made to the BioinfoPortal portal,
to choose the best parameters for the number of nodes and
threads, which minimize the execution time, but without
compromising the memory space used in the execution of
the RAxML program. In other words, we want to satisfy a
compromise between the time spent and the memory consump-
tion, to avoid the program being too fast, but with significant
memory consumption, or that the program is very slow, but
with negligible memory consumption. Therefore, our objective
is to train the network to predict the Elapsed variable so that
the prediction of this parameter, given the number of nodes, the
number of threads, and the bootstrap, is as close as possible
to the value that the command sacct would obtain if a real
RAxML execution were done using the same number of nodes,
threads, and bootstrap.

A. Extra Trees

In previous studies [15], [14] and [16], the supervised
machine learning method was adopted to predict the behavior
of the RAxML application. This involved formulating indi-
vidually supervised tasks for each output parameter, using
node numbers, threads, and bootstraps as input parameters.
A binary classification task was applied, wherein the values
of the output parameters were categorized as either below
or above the sample median. In other words, this approach
utilized the median as the cutoff point to divide the data
into two categories. The use of the median aimed to avoid
problems related to data imbalance, which can arise in both
classification problems [17] and regression problems [18].
For the binary classification analysis, cross-validation was
used to compare the accuracy of the various classification
tasks, aiming to evaluate the model’s performance and identify
the most influential input parameter in predicting the output
parameters.

Next, the supervised regression task was considered. In
this scenario, the emphasis is on numerical values of output
variables rather than class labels. The regression technique
allows for a more detailed analysis of the values, providing a
numerical estimate of the variable of interest. For the regres-
sion analysis, cross-validation was used to compare the mean
absolute error, which involved a comprehensive assessment
of the model’s performance. By evaluating the classification
and regression models, we learned how well they performed
on different aspects of the data. This allowed us to assess
the ability to classify correctly and the accuracy of numerical
estimates.
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In conducting these supervised learning tasks, we used the
Extra Trees Classifier and Extra Trees Regressor [19] models,
employing the default settings provided by the Scikit-Learn
library [20]. These models employ the same algorithm, gener-
ating many random decision trees and combining the results
to obtain the final prediction. The main difference between
the models lies in the type of problem they were developed to
solve. The choice of these models is due to the advantage of
not requiring complex configurations to achieve competitive
performance compared to similar models. Furthermore, they
provide an estimate, during the training itself, of the degree
of influence of each input parameter on the prediction of the
output parameter. This information is valuable for assessing
the importance of the input parameters in predicting the output
parameters.

B. Neural networks

Neural networks are one of the deep learning techniques
used in artificial intelligence. The methodology of the tech-
nique is inspired by how the human brain works [6]. In this
technique, several structures, called neurons or perceptions,
are distributed in several interconnected layers, which aim to
simulate how neurons connect in the human brain. The inner
layers of the network are called hidden layers because we
do not have direct access to the results of the computations
generated by its neurons. The last layer is responsible for
generating the results we want to predict, with a neuron for
each result that needs to be predicted by the network.

To represent the neural network, we use a weighted graph
built according to the existing layers in the network. As only
the first-layer nodes are not associated with neurons, from now
on, in the text, to simplify the notation, we will refer to the
nodes of the graph associated with neurons simply as neurons.
Considering the network layers from left to right, the first
layer is the input layer, and there is a node in this layer for
each input parameter used when training the network. The
intermediate layers are represented by the neurons responsible
for most of the processing that occurs when the neural network
is trained. Finally, the last layer, the output layer, is responsible
for the final calculation of the results to be predicted by the
network, with a different neuron in the layer for each result
predicted by the network. As the network processing starts
from the second layer, an edge connects each neuron of the
second layer to each of the nodes associated with the input
parameters. For all layers from the third one, there is, for each
neuron in the layer, an edge connecting it to all the neurons in
the immediately previous layer. Note that there are no edges
between neurons in the same layer. Each edge of the graph
has a weight, which will be adjusted as the neural network is
trained, with the objective that, after training, the weights of
the edges are the most adequate for the neurons to generate
the best possible predictions for the network outputs from the
given inputs to the network.

Processing in the network proceeds from left to right,
starting with the input data used to train the network, layer
by layer, to the output layer, where the results predicted

by the network are generated. As each neuron of a layer,
except for the second, is connected with the neurons of the
previous layer, the processing of this layer can only start
after all the neurons of the previous layer have finished their
processing. For each neuron t of a layer, its processing is quite
simple, as it calculates the result of the following function
y = w1x1 + w2x2 + ... + wnxn, where n is the number of
neurons in the previous layer or the number of inputs in case
t is in the second layer, xi is the value generated by neuron
i from the previous layer or input parameter xi, and wi is
the weight of the edge connecting neuron t to neuron i or
input parameter xi. A function f , called activation function,
is additionally applied to the value calculated by each neuron,
that is, the value actually calculated by the neuron is f(y).
After neuron t computes its value, if the layer to which t
belongs is not the last one, the result of t is passed to all
neurons in the next layer. If the layer is the last one, then
the result is the value predicted by the network for one of the
output parameters. Figure 1 illustrates a simple neural network
with tree input parameters (I1, I2 and I3), two hidden layers,
each with four neurons, and the output layer, with a result,
O1, to be predicted by the network.

Input
layer

Hidden
layer

Hidden
layer

Output
layer

I1

I2

I3

O1

Fig. 1. Example of a neural network.

When we use neural networks, they are trained for several
steps. Each step is called an epoch, and at each epoch, a
given algorithm called an optimizer, changes the weights of
the edges of the neural network according to the score used to
evaluate the predicted results for the input data used when
training. A loss score is generated for each epoch, which
measures the model’s prediction quality after that epoch for the
input data used when training the network. If validation data
is being used when training the network, then, in addition to
the loss value, a score, called the val loss, is generated, which
measures the quality of the network prediction at that epoch
for the validation data.

11



III. METHODOLOGY

As we observed in the previous section, a neural network is
composed of several layers, one of which is the input, a given
number of hidden layers, and an output layer, responsible
for generating the values provided by the network. In this
section, we will describe, in the following subsections, how
we will build networks to predict the Elapsed variable from
data obtained by real RAxML executions in SDumont.

A. The MAE score

When training each neural network for each combination of
several neurons and layers described in the previous paragraph,
and when comparing the prediction performance of the neural
networks with the extra trees, we will use the MAE (Mean
Absolute Error) [23] score. Consider that an artificial intelli-
gence model predicted the outputs x1, x2, . . . , xn for a given
set of input data. If the actual outputs, that is, those obtained
by actual runs on these same input data, are y1, y2, . . . , yn,
with each yi being the actual value of the predicted xi

value, then the MAE score for the predicted values will
be the average of the modulus of differences between each
predicted value and the actual value it corresponds to, that is,(∑

1≤i≤n |xi − yi|
)
/n.

B. Getting the best numbers of neurons and hidden layers

To choose the best network to compare to the perfor-
mance of the extra trees, we made several network config-
urations for the Elapsed variable that we are going to use
in the performance evaluation tests in this article, obtained
by varying the number of neurons in each layer in the set
{1, 4, 16, 64, 256, 1024}, and the number of hidden layers
varying from 1 to 10, giving a total of 60 different combi-
nations of number of hidden layers and number of neurons
per hidden layer. In preliminary tests, we tried to use the
same configuration as in article [3], a neural network with 100
neurons per layer and ten hidden layers, because this article, to
our knowledge, is the most referenced when neural networks
are used with small datasets, but the results we obtained with
it were not promising. To discover the most suitable network,
with the best number of neurons per layer and hidden layers,
we evaluated the number of layers ranging from 1 to 10 used
in [3]. As for the number of neurons, we decided to evaluate
smaller and larger numbers of neurons than the 100 used in
[3], and, to reduce the neuron number space considered, we
decided to use powers of 4 lesser and greater than 100.

In Figure 2, we show the heatmap graph for each combina-
tion of several neurons and the number of layers for the neural
network used to predict the Elapsed variable. The values given
in each heatmap entry are the averages for 40 tests with the
number of neurons and layers associated with the entry, of the
value obtained by training, using the MAE score, after 200
epochs, the same number used in [3]. We decided to run 40
tests and calculate the average because otherwise, in one of the
60 configurations, only one neural network would be modeled,
for which we randomly chose 90% data for training and 10%
for validation. Therefore, we tried to statistically evaluate the

values for each possible combination of several neurons and
layers with the 40 tests. It is important to notice that, for the
MAE score, the best value is 0 and that the closer to 0, the
better the prediction of the network according to the metric.
We can see that, for the Elapsed variable, the best configuration
is a network with two layers and 256 neurons in each hidden
layer.

C. Evaluating the best result

In Figure 3, we show the graph with average values for
the 40 tests performed, to the best-chosen combination, 256
neurons, and two hidden layers for all 200 epochs made while
training the network. As we can see from the figure, the curves
of the loss, related to the data used by the training, and the
val loss, related to the validation data, are very close, with a
very small difference between the values. Furthermore, the
decreases in loss and val loss values stabilize after a few
epochs. Previous evidence and these curves support that the
architecture with 256 neurons and two hidden layers was at
least as good as any of its alternatives and that additional
training for more epochs could cause an overfitting of the
network to the data used to train it.

D. Defining how the best neural network is configured

The purpose of the proposed neural network for the variable
Elapsed is, based on the predictions of the possible values for
this variable, to help choose the best values for the parameters
number of nodes and number of threads. The network will
consist of the following layers:

• Since the three parameters, “Node”, “Thread” and “Boot-
strap”, are considered in each execution of the RAxML
program, the input layer will be composed of three nodes.
Due to the input parameters having very different ranges
of values, normalized versions of these parameters were
used, to ensure that all parameters have equal contribution
in the training of the network. The normalization per-
formed was min-max, which maps, for each parameter,
its set of possible values in the interval [0, 1], that is,
if the parameter value is x, the minimum value of
the parameter is min and the maximum value of the
parameter is max, then the new input parameter will be
(x−min)/(max−min).

• For the hidden layers, we will use the composition
determined by the best heatmap value given in Figure 2.
Therefore, our network will consist of 2 hidden layers,
each consisting of 256 neurons. The He-initialization
method [7] will be used to initialize the edge weights
of the neural network. The Adam optimizer [8], with
a learning rate of 0.01, will be used when optimizing
the weights of the network, and training will occur for
200 epochs, as done in the article [3]. The function used
by the Adam optimizer, when training the network and
adapting the weights of the edges, will be the “mae”
based on the mean absolute statistical (MAE) error. For
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Fig. 2. Heatmap for the Elapsed variable with MAE metric values for all combinations of numbers of neurons and layers described in the text. Colors vary
in intensity according to the MAE value, being darker for smaller values, as shown by the color scale on the map’s right side. The best combination, with
two hidden layers and 256 neurons per layer, is associated with the map entry with the lowest MAE value of 14.10.
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Fig. 3. Loss and val loss values calculated at each of the 200 epochs when
training the model with 256 neurons per layer and two hidden layers.

the activation function of each neuron, we decided to use
the “relu” function most used in studies based on neural
networks (for this function, f(y) = max({0, y}), instead
of the “elu” function [9] used in [3], because our results
were better with this function.

• Finally, the last layer will be composed of a neuron that
will be responsible for computing the value predicted by
the network, that is, the value of variable Elapsed.

IV. EXPERIMENTAL RESULTS

The neural networks were implemented in the Python
language using the Keras library [10] and the Sequential
class of this library, defined to facilitate the creation of very
complex neural networks. The class object was configured
to have an input layer for the three parameters “number of
nodes”, “threads” and “bootstrap”, and two hidden layers
defined with 256 neurons and the initialization function of the
weights He-initialization. Adam was defined as the optimizer
with a learning rate of 0.01 when compiling the network.
Additionally, we choose the MAE as the evaluation function
used by the optimizer, called the loss function, and defined by
the “loss” option.

When the network was trained using a given dataset, 90%
of the training data was used to effectively train the network,
while 10% of the training data was used to validate the
network while it was being trained. This division evaluated the
network in each of the 200 epochs for which it was trained by
the optimizer Adam, who, as we saw, uses the MAE scoring
function described above. The set of input data available to
train the network, obtained from real RAxML executions in
SDumont, was divided equally, in two parts, 100 times, using
the RepeatedKFold function of the model selection module of
the sklearn library [20], as done in previous studies based on
extra trees [14], [15], [16]. For each of the 100 splits into
two parts, the RepeatedKFold function returns two sets of
parts, one where the first part is used to train the network and
the second part is used as test set to evaluate the network’s
prediction accuracy, and another where the roles of the parts
are swapped, i.e., the first part is now used for evaluating
accuracy while the second part is used for training.

To train the neural networks for the Elapsed parameter, tests
were carried out in SDumont, using the number of nodes in the
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set {1, 2, 4}, the number of threads in the set {2, 4, 8, 12, 24},
and the bootstrap of the set {100, 500, 1000, 1500, 2000}. The
amino acid sequences used were from the aminoacido.phylip
file, composed of amino acids associated with ten species for
which we wanted to build the best phylogenetic tree describing
the kinship of these species. To avoid influences of runtime
variations due to the shared use of SDumont, each combination
of node and thread numbers and bootstrap parameters was
executed five times. Therefore, the total number of tests
executed should have been 3× 5× 5× 5 = 375, but the total
was a little less, 370 tests, because five tests were aborted due
to execution problems in SDumont. Using the test set, each
network was trained as described in the previous section.

To evaluate the efficiency, we will compare the neural
network of the variable Elapsed with a previously created
model [11], [14], [15], [16] for each of the parameters, using
the extra trees based on random decision trees [12] [13]. To
compare the accuracy of the neural network and extra tree
prediction, let’s use the MAE score used when training the
neural network. For every 200 tests described above, both the
extra trees and the neural networks for the Elapsed variable
will be generated using the data defined for training and then
will be evaluated using the data defined for prediction, being
that for each predicted result, we will calculate its MAE score
with the given result in the data used for prediction.

In Figure 4, we show the boxplot plot of the MAE score
for all 200 predictions made by the extra trees and neural
networks with two hidden layers with 256 neurons. The figure
shows that the neural network performs worse than the extra
tree since, for the MAE score, the best values are always
the smallest, with 0 being the ideal value (in this case, the
predicted values would be exactly equal to the real values).
Since neural networks typically excel on complex problems
with a relatively large set of variables as well as more abundant
training data, it could be expected that the results of the neural
networks were better compared to those of the extra trees in a
scenario where more parameters and performance metrics of
the computational tasks are considered.

V. CONCLUSION

From the results of the previous section, we can conclude
that neural networks are also adequate to predict the Elapsed
variable considered in the article, and we believe that it is
justifiable not only to perform new training with more data but
also to evaluate the prediction performance of neural networks
in comparison with extra trees for each of the other five
variables MaxVMSize, AveVMSize, MaxRSS, AveCPU and
CPUTime described in [11]. It is noteworthy that, although
we need to rebuild the models generated by the extra trees
used in previous studies, for a neural network, we can keep
training it without having to rebuild it from scratch.

A possible future study is, as done in [11] for the extra
trees, to study the accuracy, for neural network predictions,
of each of the input parameters, Node, Threads and boot-
strap, for the Elapsed variable considered in this article,
and for the neural networks to be trained for the remaining

10 15 20 25 30 35 40
MAE

Extra trees

Neural networks

M
od

el
s

Fig. 4. MAE scores for predictions from extra trees and neural networks. In
the graph, the MAE scores that are mumerically farthest from the majority
of the 200 scores are shown outside the range delimited in each boxplot
by diamonds. Considering the scores that are within the range, the range
bounds define the smallest and largest value of the scores within the range.
Still considering the scores within the range, for each filled rectangle, its
boundaries represent the first and third quartiles of these scores, the inner
line represents the mean of these scores, and the green triangles represent the
medians of these scores.

variables MaxVMSize, AveVMSize, MaxRSS, AveCPU and
CPUTime. As these variables can be grouped into two groups,
time-related variables (AveCPU, CPUTime, and Elapsed) and
memory usage-related variables (MaxVMSize, AveVMSize
and MaxRSS), we could also develop a neural network for
each one of the two groups, which would predict, from the
Node, Threads, and bootstrap input parameters, values for all
variables in the group.

In this article, we consider the construction of a neural
network for an output variable, Elapsed, which measures
the complete execution time of the RAxML program. Of
all six variables considered in [11], the variables (AveCPU,
CPUTime, and Elapsed) are related to execution time, and
the variables MaxVMSize, AveVMSize, and MaxRSS are re-
lated to memory expenditure. However, there are applications
that, instead of spending most of their time computing and
demanding a lot of CPU time, i.e., CPU-bound applications,
spend most of their runtime accessing files, i.e., IO-bound
applications. Therefore, a possible future study would be to
consider the output variables of the sacct SLURM command
related to the I/O operations performed by an application,
such for example, the variables AveDiskRead, AveDiskWrite,
MaxDiskRead, and MaxDiskWrite.

To evaluate the possibility of adapting neural networks
to other programs, we propose, as future studies, to define
new neural networks to predict the variable Elapsed and the
other five defined in [11], for another application of the
BioinfoPortal portal, bowtie2 [21], used to perform various
sequence alignments. In the case of this application, which is
just multitasking, we will evaluate only the number of threads
since the number of nodes is always equal to 1, and as an
application-dependent parameter, we will use the size of the
file with the sequences to be aligned. Later, we intend to make
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neural networks that adapt to any application, using two sets
of inputs: the ones dependent on the execution in SDumont
and those dependent on the application.
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