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Abstract. Smart decision support systems (DSSs) have been successfully em-
ployed in several areas. In healthcare, these systems offer solutions for uncer-
tain reliably acts and moments. Systems based on Bayesian networks (BNs)
can generate predictions even in information lack situations. This paper pro-
poses the modeling and presents a performance evaluation study of the Bayesian
classifier named Tree Augmented Naı̈ve Bayes (TAN). Results show that the pro-
posed algorithm obtained good performance for a pregnancy database, present-
ing F-measure 0.92, Kappa statistic 0.8932, and ROC area 0.993. The proposed
method allows representing more complex connections between variables. Nev-
ertheless, it requires major computational effort and time that are not needed in
other Bayesian algorithms.

1. Introduction

Smart decision support systems (DSSs) are major tools that help health experts in the pre-
vention, diagnosis, diseases treatment, and patient accompaniment [Raffaeli et al. 2016,
Manirabona et al. 2017]. It uses clinical information (sometimes, referred to as knowl-
edge) that is incorporated into the system, helping health experts to analyze patient
data as well as the decision-making process [Mushcab et al. 2017, Al-Khasawneh 2016].
These systems considers a knowledge base and an inference mechanism that uses the
clinical data collected generating specific recommendations for each particular case. In
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[Arisha and Rashwan 2016], the authors discuss different development phases of mod-
eling approaches, presenting evidence that these methods can significantly improve de-
cisions related to health care management at various levels. [Arshad et al. 2016] argue
challenges to the existing healthcare industry. This study shows that despite the grow-
ing of extensive databases and valuable information no effective knowledge management
gives experts substantial resources to an efficient decision-making process. The data clas-
sification provides decision makers with useful recommendations and guidelines based
on the integrated knowledge and experience. In [Anand et al. 2016], the authors show
how data mining (DM) can produce knowledge from a health data set. In this study, the
performance evaluation and comparison between several DM techniques is presented. Re-
sults show that the use of these approaches in health systems provide useful identification
and relevant information on patient health care. According to [Wang et al. 2008] prob-
lems involving DM are categorized into four groups, namely, statistical, data accuracy
and standardization, technical, and organizational. Among them, there are the approaches
based on the Bayes theorem. The main classifiers based on the well-known Bayes the-
orem in health are Naı̈ve Bayes (NB) [Orphanou et al. 2016], TAN [Moore et al. 2014],
and Averaged One-Dependence Estimators (AODE) [Kovács and Hajdu 2011]. The NB
classifier assumes the nodes are conditionally independent, i.e., the one event information
is not informative about any other. The AODE classifier minimizes nodes dependency
considering that, in real health problems, the attributes independence rarely occurs. Fi-
nally, the TAN classifier also relaxes the independence between nodes. However, the first
presents a computational performance advantage in comparison to the second approach
given that the AODE method lends itself directly to incremental learning.

For enhancing the biometrics systems performance, [Chiroma et al. 2014] com-
pare the TAN classifier with the Markov Blanket (MB) approach in an iris dataset, using
statistical indicators. Results show that the TAN classifier had a better performance in
relation to MB. Regarding analyzing the time and computational complexity, both clas-
sifiers was found to be equal. This result is significant to evaluate the TAN model in
other datasets. In [Wan and Freitas 2016], the authors propose a TAN algorithm vari-
ant, which considers removing the hierarchical redundancy during the classifier learning
process. Results show that this approach obtained a better predictive performance than
the conventional classifier. This study enhanced the robustness concerning imbalanced
class distributions in aging-related gene datasets, using ontology terms as features. This
research shows that TAN classifier has potential to be adjusted, thus improving its reliabil-
ity. [Ren 2015] studies the breast cancer prediction problem in the aging population, using
the TAN classifier in a clinical dataset. It is based on mammography examination features
and demographic information to predict the malignancy probability, for the biopsy thresh-
old setting and decision making. The author uses the 10-fold cross-validation technique
and the Receiver Operating Characteristic (ROC) curves to evaluate the proposal, show-
ing an interesting result. Considering the above mentioned details, the TAN classifier
presented in this paper contains the potential for diseases identification inherent to risk
pregnancy and can become a useful inference mechanism in health, helping clinicians
in the decision-making process at uncertainty times in an efficient way for knowledge
discovery.

The rest of the paper is organized as follows. Section II discusses the TAN clas-
sifier modeling and Section III shows the nodes relation proposal used to identify hyper-
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tensive disorders as from symptoms presented by the patient. Section IV presents the
performance evaluation, considering the comparison of Bayes-based methods, and the
results analysis. Finally, Section V provides the conclusion and suggestions for further
works.

2. TAN Classifier Modeling Proposal

The TAN classifier is a search algorithm that decides which node attributes depend on
the class node. It uses a greedy search to add connections to the BN, initially assuming a
set of blank child nodes for each node. At each step, it adds a new child node to another
node, if that child node manages a better result of the used punctuation metric. The tree
created by the TAN classifier is a structure that represents the dependencies between the
attributes. This algorithm is similar to the NB, allowing, however, dependencies between
the attributes. The constraints are that each attribute depends conditionally on the class
(as it does on the NB) and that there are n − 1 attributes that conditionally depend on
another attribute. This last condition implies that if there is a connection from Xi to Xj ,
these two attributes are not independent given the class. Instead, the influence of Xj on
the probability of class C depends on the value of Xi. The dependencies structure is
defined from the NB classifier. For TAN, it is also defined that all attributes depend on
the class, but it is necessary to find the dependencies between the attributes following
the described rules. To find the dependencies between the attributes this work uses the
algorithm reported by [Huang et al. 2002]. Since each attribute can have, at most, one
parent node, it is necessary to find the one with the greatest conditional probability given
the value of C. In a simpler way, it is necessary to find the two attributes that have the
highest correlation. When choosing for each attribute the one that has greater conditional
dependence, it theoretically obtains the best dependencies representation. Equation (1)
describes the TAN calculation, where the parents of the attribute Xi are represented by∏
Xi

and the attribute has as parents the class and at most another attribute.

PA(X1, ..., Xn) = PA(Xi|
∏
Xi) (1)

Dependency tree construction differentiates the TAN from the NB. This tree deter-
mines the TAN classifier performance. Theoretically, it is due to the dependence between
the attributes that TAN improves the performance about the NB. To construct the tree that
maximizes the mutual information between the attributes, follow the steps considered by
the Algorithm 1.

Algorithm 1 General pseudo-code for TAN classifier
Step 1: Obtain the mutual information IP (Xi, Xj|C) between each pair of attributes
i, j and construct a vector with this mutual information;
Step 2: Construct a complete non-oriented graph, having as nodes the attributes and
as cost of the connections the mutual information between the attributes;
Step 3: Calculate the tree that maximizes mutual information, without creating cycles;
Step 4: Transform the non-oriented tree into orientated, choosing as root the higher
mutual information;
Step 5: Add the class as the parent of all attributes.
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Equation (2) shows mutual information IP calculation necessary to complete the
first step above considering that all attributes are class dependent.

IP (X;Y |C) =
∑

x,y,c

P (x, y, c)
P (x, y|c)

P (x|c)P (y|c)
(2)

Equation (2) assumes that both attributes are class-dependent, thus computing the
information X provides on Y given the class value.

According to these steps, next topic presents the relationship construction between
nodes, whose attributes represent the symptoms presented by pregnant women who suf-
fered hypertensive disorders during pregnancy.

3. Classifier Graph Structure for Hypertensive Disorders Identification in
Pregnancy

During pregnancy, hypertension is the elevation of blood pressure that occurs in women
who have never presented the problem before and who, if untreated, can have serious
consequences for both mother and fetus. Hypertension during pregnancy occurs in 5
to 8% of pregnant women, being the main cause of maternal death during pregnancy
[Khan et al. 2006]. The most dangerous of these disorders are preeclampsia and eclamp-
sia. Preeclampsia is the increase in blood pressure accompanied by the protein elimina-
tion in the urine. Eclampsia is one of the most severe state of preeclampsia presenting,
in addition to high blood pressure, various complications and repeated seizures, which
may end in a coma and, eventually, death. Women who were already hypertensive before
gestation and who continue to be hypertensive do not are the same diagnostic group as
those who only present hypertension specifically during pregnancy. Hypertensive women
require special care when they become pregnant, some of them similar to those due to
preeclampsia or eclampsia, but their hypertension usually does not assume the propor-
tions and potential preeclampsia and eclampsia risks. In the other way, pregnant women
who have had high blood pressure or hyperglycemia during pregnancy are more likely
to have these disorders later [Magee et al. 2014]. Figure 1 shows the graph constructed
from symptoms information collected from 25 pregnant women who presented with a
clinical condition of hypertensive disorder during pregnancy. Obstetrician and gynecol-
ogist physicians have contributed to this research in the construction of this database by
their experience. For the modeling of this, the steps described above in algorithm 1 were
used.

The four main hypertensive disorders in gestation that this article seeks to iden-
tify are the pre-existing hypertension complicating pregnancy, childbirth and puerperium
(CH), the pre-existing hypertensive disorder with superimposed proteinuria (PS), ges-
tational hypertension (pregnancy-induced) without significant proteinuria (GH), and
preeclampsia or eclampsia (PE). A risk factor that needs to be identified is the pregnant
woman gestational age. This identification is pertinent because some hypertensive dis-
orders often occur in a certain gestation period. This study separates this period in two
categories, to know, before the 20th week and after the 20th gestational week. Regarding
the symptoms presented by the pregnant woman during pregnancy the main ones are arte-
rial hypertension and urine protein loss (proteinuria). Hypertension is considered normal
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Figure 1. Graphical construction of the TAN classifier from a database of hyper-
tensive disorders during risk pregnancy.

when both systolic and diastolic pressure is below 140mmHg and 90mmHg, respec-
tively. It is high when both the systolic and diastolic pressure is between 140−159mmHg
and 90 − 119mmHg, respectively. It is very high when systolic pressure is greater than
or equal to 160mmHg and/or diastolic is greater than or equal to 110mmHg. Regarding
to proteinuria, the pregnant woman cannot present protein loss in the urine, present traces
(more or less 300mg/24hrs) and have severe loss (greater than 5g/24hrs). This indicator
is fundamental to differentiate PE from CH and GH.

It is important to detect early hypertensive states that constitute maternal and peri-
natal risk. Every pregnant woman with a hypertensive condition should be referred for
high-risk prenatal care at the especialized service, since CH can progress to PE, when
the hypertension is associated with proteinuria. PE is characterized by the elevated blood
pressure presence levels during pregnancy. It usually occurs after the 20th week of ges-
tation, by the gradual hypertension development, significant proteinuria and/or edema in
hands or face. Differentiating a CH from PE is an important task of the prenatal care staff
by the level of protein concentration in the urine.

4. Performance Evaluation and Result Analysis
For the proposed method performance evaluation, this paper uses the cross validation ap-
proach [Duda et al. 2012]. Under this method, data are divided into one part for training
and other for testing. The k-fold cross validation method consists in dividing the total
patterns set into k groups of approximately equal sizes. With this, training is performed
k times, each time leaving one of the subgroups for testing. For each training, a classifi-
cation error is calculated, and in the end, these errors average are calculated to achieve a
final result. Then, from these results, a classification matrix is constructed, which com-
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pares current values with predicted ones for each specified predicted state. The rows in
the matrix represent the predicted values for the model and the columns representing the
real values. The categories used in the analysis are false positives (FP), true positives
(TP), false negatives (FN), and true negatives (TN). For the FP Rate, the best values for
this indicator are closer to zero. Using the same database as in [Moreira et al. 2016], the
table 1 below shows the performance evaluation of the TAN classifier and compares it
with other Bayesian methods.The used indicators are the precision, which is the classifier
ability to recognize a determining given class, and reject the others. The recall is defined
by the classifier’s ability to recognize all instances of an interest class. The F-measure is
a harmonic mean between precision and recall. The equations for calculating precision
(equation (3)), recall (equation (4)), and F-measure (equation (5)) are shown below.

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

F −measure = 2.
P recision.Recall

Precision+Recall
(5)

Table 1. Standard metrics values of Bayesian predictive classifiers computed on
confusion matrix predictive parameters using the 5-fold cross validation method.

Approach TP Rate FP Rate Prec. Rec. F-measure Class
AODE 0.667 0.000 1.000 0.667 0.800

CHNB 0.667 0.000 1.000 0.667 0.800
TAN 0.500 0.158 0.500 0.500 0.500
AODE 0.167 0.263 0.167 0.167 0.167

PSNB 0.333 0.211 0.333 0.333 0.333
TAN 0.167 0.211 0.200 0.167 0.182
AODE 0.500 0.211 0.429 0.500 0.462

GHNB 0.667 0.211 0.500 0.667 0.571
TAN 0.167 0.211 0.200 0.167 0.182
AODE 0.714 0.167 0.625 0.714 0.667

PENB 0.714 0.111 0.714 0.714 0.714
TAN 0.571 0.278 0.444 0.571 0.500

From all the presented results, the TAN classifier obtained a good performance
only in the false positive rate (FPR) for the PS and GH classes. This rate is also known
as false alarm rate, usually referring to the probability that the model result indicates a
disease presence when, in fact, it does not exist. A value closest to zero for this indicator
indicates a better predictive model. This occurs because the TAN classifier is not efficient
at predicting unknown cases. This was due to the fact that the data are all different from
each other. Table 2 shows the results obtained for the classifier when the test set is the
same training set, that is, it checks the predictive capacity of the classifiers when the case
already exists in the database.
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Table 2. Standard metrics values of Bayesian predictive classifiers computed on
confusion matrix predictive parameters when the test set is the same that the
training set.

Approach TP Rate FP Rate Prec. Rec. F-measure Class
AODE 0.833 0.000 1.000 0.833 0.909

CHNB 0.833 0.000 1.000 0.833 0.909
TAN 1.000 0.000 1.000 1.000 1.000
AODE 0.833 0.053 0.833 0.833 0.833

PSNB 0.333 0.053 0.667 0.333 0.444
TAN 0.833 0.053 0.833 0.833 0.833
AODE 1.000 0.053 0.857 1.000 0.923

GHNB 1.000 0.158 0.667 1.000 0.800
TAN 1.000 0.000 1.000 1.000 1.000
AODE 0.857 0.056 0.857 0.857 0.857

PENB 0.857 0.111 0.750 0.857 0.800
TAN 0.857 0.056 0.857 0.857 0.857

Results presented in Table 2 show that TAN classifier presented excellent perfor-
mance for all classes, having optimal performance for the CH and GH classes. Even for
classes that have a difficult prediction, such as the PE and PS classes, the proposed classi-
fier performed above the NB classifier performance and was equal to the AODE classifier.
The NB classifier, which proved to be an excellent predictor for unknown cases, showed
only a reasonable performance to predict cases already registered in the database. Table 3
shows two other important indicators that are the receiver operator characteristic (ROC)
area and the Kappa statistic. The ROC curve represents the relationship between speci-
ficity (FPR) and recall (TPR) of a quantitative diagnostic test. Area under ROC curve
is ideal when its value is closest to 1. Kappa statistics is an agreement measure used on
nominal scales that gives an idea of how far observations depart from those expected,
thus indicating how reliable the interpretations are. The values presented in Table 3 are
an arithmetic mean of the values of Table 2 for each class.

Table 3. Average standard metrics values of Bayes-based classifiers.

TP Rate FP Rate Precision Recall F-measure ROC
Area

Kappa
statistic

AODE 0.880 0.041 0.886 0.88 0.880 0.979 0.8397
NB 0.760 0.082 0.770 0.76 0.741 0.942 0.6788
TAN 0.920 0.028 0.920 0.920 0.920 0.993 0.8932

Kappa statistic results for the AODE and TAN classifiers are considered excellent,
whereas for the NB classifier it is considered substantial. Figure 2 shows the ROC curve
for the Bayesian classifiers using Table 2 results for PE class. Models that present curves
closest to the point (0, 1) are considered optimal models. The TAN classifier shows the
best results for this indicator. The AODE and NB classifiers show similar results, thus
indicating that the three models have a good relation between FPR (less possible value)
and TPR (highest possible value).
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Figure 2. ROC curve to the all the Bayesian-based classifiers to the PE class.

5. Conclusion

This paper presented the modeling and performance comparison between AODE, NB,
and TAN Bayesian classifiers. Using a database acquired from the medical experts’ expe-
rience in risk pregnancy, the proposed models were evaluated using two methods, namely,
the 5-fold cross-validation and a training set, i.e., the classifier was tested on the same set
in which it is trained. Although it did not perform well in the first validation method
that identified the prediction accuracy for unknown data, the TAN classifier presented an
excellent performance in the second validation method, which determined the prediction
accuracy for data already registered in the database. An important result of this work was
to show that the NB classifier that until then was a good classifier for recognizing cases
not yet registered did not achieve the same performance for recognizing cases already
known.

Further works suggest the inclusion of other variants for the classifiers pre-
sented, namely, NBTree, lazy Bayesian rules (LBR), super parent TAN (SP-TAN), back-
ward sequential elimination and joining (BSEJ), backward sequential elimination (BSE),
Bayesian classifier based wound characterization (BWC) [Chakraborty et al. 2016], and
forward sequential selection (FSS). This work also proposes a study with a larger database
to prove the TAN classifier efficiency in know data recognition. Other models based on
artificial intelligence should also be experimented for the recognition of hypertensive dis-
orders in pregnancy. Among them, tree-based models and those based on neural networks
stand out. For the proposed model it is advisable to insert other risk factors and a set of
nodes for the delivery outcome.

This study is an effort to develop a smart DSS that uses data-mining techniques
to derive valuable insights from health databases. This system could contribute to the
reduction of maternal mortality caused by the various types of hypertensive disorders
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in the risk gestation. This task is part of the UN’s sustainable development objectives.
Achieving this goal will require an even greater effort on the part of all actors who make
up those who care for high-risk pregnancies.
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